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Abstract. We show how binary correspondences can be used for simple formalization of the notion
of problem, definition of the basic components of problems, their properties, and constructions.
In particular, formalization of the following notions is presented: condition, data, unknowns, and solutions
of a problem, solvability and unique solvability, inverse problem, composition and restriction of problems,
isomorphism between problems. We also consider topological problems and the related notions of stability
and correctness. A connection is indicated between the stability and continuity of a uniquely solvable to-
pological problem. The definition of parametrized set is given. The notions are introduced of parametrized
problem, the problem of reconstruction of an object by the values of parameters, as well as the notions of
locally free set of parameters and stability with respect to a set of parameters.

As an illustration, we consider a singularly perturbed system of ordinary differential equations which
describe a process in chemical kinetics and burning. Direct and inverse problems are stated for such
a system. We extend the class of problems under study by considering polynomials of arbitrary degree as
the right-hand sides of the differential equations. It is shown how the inverse problem of chemical kinetics
can be corrected and made more practical by means of the composition with a simple auxiliary problem
which represents the relation between functions and finite sets of numerical characteristics being measured.
For the corrected inverse problem, formulas for the solution are presented and the conditions of unique
solvability are indicated. Within the study of solvability, a criterion is established for linear independence
of functions in terms of finite sets of their values. With the help of the criterion, realizability is clarified
of the condition for unique solvability of the inverse problem of chemical kinetics.

Key words: binary correspondence, inverse problem, solvability, composition, stability, correctness,
differential equation, chemical kinetics, linear independence.
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We continue the study started in [1, 2] which is devoted to formalization of the notion

of problem and solution of the inverse problem of chemical kinetics. In particular, we extend
the class of problems under study by considering polynomials of arbitrary degree as the right-
hand sides of the differential equations.

1. Formalization of the notion of problem

In this section, we employ binary correspondences for formalizing the notion of problem,

basic components of problems, their properties, and constructions: the condition of a problem,
data and unknowns, solvability and unique solvability, inverse problem, composition and rest-

“The work was supported by the program of fundamental scientific researches of the SB RAS Ne 1.1.2.,

projects Ne 0314-2016-0005 and Ne 0314-2016-0007, and by the Russian Foundation for Basic Research, pro-
ject Ne 18-01-00057.

© 2018 Gutman A. E., Kononenko L. I.



38 Gutman A. E., Kononenko L. L.

riction of problems. We also consider topological problems, the related notions of stability
and correctness, and problems with parameters.

1.1. By a problem we mean an arbitrary correspondence between the elements of two sets,
i.e., atriple P = (A, B,C), where A and B are any sets and C' C A x B. The sets A, B, and C
(i. e., the set of departure, the set of destination, and the graph of the correspondence P) are
denoted by Dom P, Im P, and Gr P and called the domain of data, the domain of unknowns,
and the condition of the problem P. The containment (a,b) € Gr P is written as P(a,b) and
is treated as the condition expressing the fact that the unknown b corresponds to the data a.
Therefore, the problem P assumes the following informal interpretation:

Given data a € Dom P, find unknowns b € Im P which meet the condition P(a,b).

The image P[X] and preimage P~'[Y] of subsets X C Dom P and Y C Im P with respect to
the correspondence P are defined by the traditional formulas

PX]={beImP: (3z € X) P(z,b)},
PlY]={a€DomP: (3yeY) Pla,y)}.

1.2. A solution to a problem P for a data instance ¢ € Dom P is an arbitrary unknown
b € Im P which meets the condition P(a,b). The set of solutions to P for a is denoted by PJa].
Therefore,
Pla] = P[{a}] ={b€ImP: P(a,b)}, a€ DomP.

A problem P is solvable for a € Dom P whenever Pla] # @, i. e., given a, the problem P has
at least one solution. The domain of definition of the correspondence P

dom P := {a € Dom P : Pla] # @}

is called the domain of solvability of the problem P. If dom P = Dom P, the problem P is
called solvable or, more precisely, everywhere solvable.

1.3. A problem P is said to be uniquely solvable for a € Dom P if, given a, the problem P
has a unique solution, i. e., Pla] = {b} for some b € Im P. The corresponding solution b is
denoted by P*(a). Therefore, if P is uniquely solvable for a then

Pla] = {P*(a)}.

The set
dom P® := {a € Dom P : P is uniquely solvable for a}

is called the domain of unique solvability of the problem P, and the function
P?: dom P®* - Im P, a+ P%a)

is called the solution function of the problem P. Obviously, dom P® C dom P C Dom P. The
problem P is uniquely solvable on a set D C Dom P if D C dom P®. The problem P is called
uniquely solvable or, more precisely, everywhere uniquely solvable if it is uniquely solvable on
Dom P, i. e., dom P® = Dom P. In this case, the correspondence P is an everywhere defined
function and thus coincides with PS.

1.4. Given a problem P = (Dom P, Im P, Gr P), the inverse problem is the inverse
correspondence

P7':= (ImP, Dom P, (Gr P)"'), where (GrP)™' = {(b,a): (a,b) € Gr P}.
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REMARK. If a problem P models a real physical process, consideration of the inverse
problem P~! is motivated by the search of a relatively simple formal law which describes
the process with adequate accuracy. The data of the inverse problem are experimentally
measurable characteristics of the process, while the unknowns are, for instance, the coefficients
of a differential equation describing the process under observation.

In the case when the problem P is based on a functional equation, the formal data of the
inverse problem P! are functions of the corresponding class, while, in practice, the role of da-
ta of the inverse problem is not played by the functions themselves but rather by some of
their characteristics which can be measured, i. e., by certain finite sets of numbers.

The inverse problem can be suitably corrected by means of the composition (see 1.5) of the
problem P~! and a simple auxiliary problem which represents the relation between functions
and their characteristics being measured. (An example of such correction is presented in 2.3.)

1.5. The composition of problems P and () is the composition of the correspondences,
which is the problem

Qo P:= (Dom P, ImQ, GrQ o Gr P)

with condition
GrQoGrP = {(a,c) e Dom P x Im@Q : (3b €ImP NDomQ) P(a,b) & Q(b,c)}.

The composition ) o P is usually considered in the case when Im P = Dom Q.

1.6. The restriction of a problem P onto subsets A C Dom P and B C Im P is the problem

P|%:= (4, B, GrPN (A x B)).
.. Im P

The restrictions P[4 := P|
The restriction of a problem can be defined by means of composition with the

corresponding embedding problems. Given arbitrary sets X and Y, consider the problem
1dY := (X,Y,I¥), where

B :
and P|B := P‘Domp are particular cases.

I}(/:{(z,z): zeXNY}={(z,y) e X xY: =y}
Then, for every problem P and any subsets A C Dom P and B C Im P, the following hold:

Pla=Pold}™" PP =18 poP, Pl =1df poPold}™’.

1.7. An isomorphism between problems P and @ is a pair (f,g) of bijective mappings
f: Dom P — Dom@, ¢g: Im P — Im @ such that

GrQ = {(f(a),g(b)) : (a,b) € Gr P}.

Two problems are called isomorphic if there is an isomorphism between them.

1.8. Call P a topological problem if the domain of data Dom P and the domain of un-
knowns Im P are endowed with any topologies, i. e., the domains are topological spaces.
An isomorphism (f,g) between topological problems is a topological isomorphism if each of
the mappings f and g is a topological isomorphism (i. e., a homeomorphism).
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All the notions introduced here, which are related to topologies or continuity, admit
natural analogs for the case of uniformities and uniform continuity. (Metric and, in particular,
normed spaces are examples of uniform spaces.) We will not present the corresponding clarified
definitions, which are rather obvious.

1.9. A topological problem P is called stable at a point a € dom P if the correspondence
P is upper semi-continuous at the point, i. e., for every neighborhood V of the set Pla] in
Im P, the preimage P~![V] is a neighborhood of the point a in dom P. The problem P is
stable on a set D C dom P if P is stable at each point a € D. The problem P is called stable
or, more precisely, everywhere stable if P is stable on dom P.

In the case when «a is an interior point of dom P*® relative to dom P (i. e., there exists an
open set G C Dom P such that a € GNdom P C dom P®), the stability of the problem P at a
is equivalent to the continuity of the function P° at a. Analogously, if a set D is included in
the interior of dom P*® relative to dom P (i. e., there exists an open set G C Dom P such that
D C GnNdomP C dom P®), then the stability of the problem P on D is equivalent to the
continuity of the function P® on D. In particular, the stability of a uniquely solvable problem
is equivalent to its continuity.

1.10. A topological problem P is called correct (or, more precisely, locally correct) at
a point a € Dom P if a is an interior point of dom P* and the problem P is stable at a. In other
words, a problem is correct at a if, for data sufficiently close to a, the problem has a unique
solution, and the solution continuously depends on the data as it tends to a. A problem P
is said to be correct (or, more precisely, conditionally correct) on a set D C Dom P if P is
correct at each point @ € D. A problem P is called correct if P is correct on Dom P. Therefore,
the correctness of a problem means its unique solvability and stability (or, which is the same,
continuity).

1.11. By a family (v;);e; we traditionally mean a function defined on I, and the term
v; denotes the value of the function at a point i € I. Given an arbitrary family (V;);ecr, the
symbol [[;c; Vi stands for the corresponding Cartesian product, which is the set of families
(vi)ier such that v; € Vi foralli € I. If m: X — [[;c; Vi, i € I, and J C I, the functions
i X =V, 7TJ:X—>HV]-
Jj€J

are defined by the formulas

mi(z) =m(2); € Vi, mi(x)=mw(x)s € [[V;, zeX
JjeJ

1.12. A parametrization of a set X is an arbitrary injective mapping 7 defined on Dom 7 :=
domm = X and acting into the Cartesian product Imn := [[,.; Vi of some family (V;)icr-
In this case, I is called the set of parameters and denoted by Par m, the elements i € Par 7 are
called parameters, the set Im m; := Vj is called the range of the parameter i, and m;(x) € Imm;
is the value of the parameter i for an object x € X. The product HjeJ Vj is called the range
of the set of parameters J C Parm and denoted by Imm ;.

Note that the range Imm; of a parameter ¢ need not coincide with the set im m; = ;[ X]
of the values of the parameter, i. e., the inclusion im7; C Imm; can be strict. In the case of
equality im m; = Im r;, the range of the parameter ¢ is called ezact.
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A set endowed with a parametrization is called a parametrized set. By default, the
parametrization of X is denoted by 7 or, more explicitely, by 7.

1.13. When considering a parametrization 7 of a topological space X, it is natural to
endow the set Im 7y, where J C Parm, with the image of the topology of X with respect
to my, i. e., to assume open those subsets U C Imm; whose preimage W;l[U] is open in X.
In this case, m occurs a continuous mapping from X into Im 7 and a topological isomorphism
between X and im .

The ranges Imm; of the parameters ¢ € Par 7 usually have their own natural topologies
which make the mappings m; continuous. Otherwise, Im 7; can be endowed with the image of
the topology of X with respect to m; or with the topology induced from Im 7 in which the
open subsets of Im m; are the sets of the form {u; : w € U}, where U is open in Im 7.

The ranges of parameters are often Banach spaces. In this case, parametrized topological
spaces are close analogs of Banach bundles (see, for instance, [3]), where the domain I
of a bundle V plays the role of the set of parameters, and the stalks V(i) are the ranges
of parameters ¢ € I.

1.14. A problem P is called parametrized (or a problem with parameters) if its domain
of data Dom P and domain of unknowns Im P are parametrized sets. Every problem can
be regarded parametrized if we assume that non-parametrized domains X are endowed with
trivial parametrizations having single parameter: 7;(x) = z for all z € X.

As is easily seen, the pair (74,78 ) is an isomorphism between a parametrized
problem (A, B,C) and the problem (A’,B’,C"), where A’ = imn4, B’ = im7?, and
C" = {(r*(a), 7B (b)) : (a,b) € C}. Furthermore, if the problem (A, B,C) is topological then

so are the problem (A’, B',C") and the isomorphism (74, 75).

1.15. Let 7 be a parametrization of a set A, a € A, J C Parn, J' := Par7\J. Denote by
Res5(A) the problem (Im7y, A, R}), where

Ry ={(v,b): velmmy,be A, my(b) =v, mp(b) =my(a)},

which is the problem of reconstruction of an element of A by the values of the parameters J
on assuming fixed the values of the rest parameters. In the case J = {i}, we write Res{(A)
instead of Res{;, (A).

Since  is injective, the problem Res%(A) is uniquely solvable on the set

dom Res’y(4) = {mr(b) : b € A, s (b) = 7 (a)}
and its solution for every v € domRes%(A) is determined by the formula

v;, if i€ J;

Res%(A)(v) = 7 w@ny(a)), where (v@w); = {w g

1.16. Let m be a parametrization of a topological space A, a € A, J C Parm. A set
of parameters J is locally free at the point a, if the domain of solvability dom Res%(A) of
the problem Res%(A) is a neighborhood of the point m;(a) in the topological space Imm .
Therefore, a locally free set of parameters realizes all sufficiently small changes of values with
the values of the rest parameters fixed. A parameter i is locally free at a if so is the set {i}.
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1.17. Let P be a parametrized topological problem, a € dom P, and let J C Parm,
where 7 := 79°™ P The problem P is stable at the point a with respect to J, if the problem
P o Res%(dom P) is stable at the point m;(a). Stability of a problem at a with respect to .J
is usually considered in the case when the set of parameters J is locally free at the point a.

The problem P is stable on a set D C dom P with respect to J, if P is stable at each point
a € D with respect to J. The problem P is stable with respect to J if P is stable on dom P
with respect to J. In the case J = {i}, the term stability with respect to the parameter i
is used.

If the natural topology on im 7 is considered and a is an interior point of dom P® relative
to dom P, the stability of a uniquely solvable problem P at the point a with respect to J
is equivalent to the continuity at a of the function

v € my[dom R] — P®(R°(v)), where R :=Res%(Dom P).

The latter, in its turn, means that the solution P%(b) continuously depends on the values
m7(b) of the parameters J as 7;(b) tend to my(a) with the equality 7 (b) = 7/ (a) preserved.

1.18. Let P be a parametrized topological problem, ¢ € Parw. The problem P is called
a “problem with small parameter ¢” if Imm; C R, the number 0 is a limit point of Im 7;, and
a question is under consideration about any asymptotic behavior of P for the values of ¢ close
to 0, for instance, about the stability of P with respect to i at a point a with m;(a) = 0.

2. The inverse problem of chemical kinetics

As an illustration, we consider a singularly perturbed system of ordinary differential
equations which arises in modeling certain processes of chemical kinetics and burning (see,
for instance, [4,5]). Within the study of the corresponding inverse problem, a criterion will be
established for linear independence of functions in terms of finite sets of their values (see 2.5).

2.1. Suppose that m,n € N, X := R™ Y is a domain in R™, T := R, 0 < g9 € R. Put
E={cR: 0<e<g}, F=C(XxYXTxXxE R"),G:=C(XxY xTxE,R").

Consider the problem P with domain of data Dom P = F' X G x E, domain of unknowns
Im P = CHT,X) x CY(T,Y), and condition

&(t) = f(2(t),y(t), t,e),

} € forall teT,
ey(t) = g(z(t),y(t),t,€)

P((f,9,¢), (2,9)) < {

where f € F, g€ G, e€ E, 2 € CHT,X),y € CHT,Y).

Solution of the problem P is based on the method of integral manifolds (see [6-8]),
a convenient tool for studying multidimensional singularly perturbed systems of differential
equations which makes it possible to lower the dimension of the system under study.

In the problem P, the number ¢ plays the role of “small parameter” thus splitting the
system into “slow” and “fast” subsystems:

@(t) = f(x(t),y(t), t,e) and ey(t) = g(x(t), y(1),t ).

Solution of P in a sense reduces to solving the so called degenerate system which is obtained
from the initial system by putting the parameter € equal to zero. This is justified by the
results of A. N. Tikhonov (see, for instance, [9]) on passing to a solution to the degenerate
problem as a small parameter tends to zero.
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2.2. The inverse problem to P consists in finding the unknown functions on the right-
hand side of the system, given some data on the solution to the direct problem P. The close
connection of the initial problem with the degenerate system motivates the study of the case
¢ = 0. We additionally assume that the “slow surface” defined by the equation

g(xayatao) =0

consists of a single sheet (with respect to the dependence of y on x) and that the function
g € G meets the condition of the implicit function theorem, which fact allows us to replace
the equation

g(z(t),y(t),t,0) =0

by the equivalent equation of the form

We also assume that the right-hand side f of the main differential equation is a polynomial
(which is natural for problems of chemical kinetics).

So, consider the partial case of the problem P in which m = n = 1, E = {0}, and the
functions f € F' are polynomials in two variables of degree at most p € N:

f(x,y,t,ﬁ) = Z Yij xzyj’

(4,5)€K (p)

where ;5 € R, (i,7) € K(p),
K(p):={(i,j): 0<i,j€Z, i+ j<p}.

Introduce the notation

w(p) = (p+ 1)2(p +2)

for the number of elements of the set K(p) and fix an arbitrary enumeration
K(p) = {(il)jl)) (/L'Qan)a SRR (if@(p))jn(p))} .

Therefore, the expression Z:g v 'k yI% is the general form of a polynomial in two variables
x,y of degree at most p.

As a result of the above agreements, we arrive at the problem @ with domain of data
Dom Q = R*®)| domain of unknowns Im Q = C''(R)?, and condition

) x(p) i .
Q(% (x,y)) & a(t) = k; Tz (E)" Yty for all t € R,
y(t) = hz(t),t)

where 1,72, .-+, Vup) ER, T,y € Cl(R), h € C1(R?).

2.3. The formal inverse problem Q! which has pairs of functions (z,y) € C'(R)? as
data, is very simple and impractical. For representing the domain of data, finite collections
of the values of functions or their derivatives are more adequate than everywhere defined
functions. The corresponding correction of the inverse problem is realized by composition of
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the problem Q! and the auxiliary problem R with domain of data Dom R = (R*®))3 domain
of unknowns Im R = C''(R)?, and condition

r(11) = 1, (1) = az, -, T(Tep)) = Qup)
R b b b b
((T “ IB) (:C y)) = {x(Tl) = /81’ j:(TQ) = /825 ceey jj(Tli(p)) = ﬁn(p)a

where 7,0, 3 € RFP) | 2.y € C'(R).

As compared to the formal inverse Q !, the composition Q! o R is more practical and
amounts to the following problem: Given 7,a, 3 € R*®)_ find the coefficients v € R*®) for
which there exist functions x,y € C'(R) subject to the condition

7

xz(m) = ozl, CC(TQ) =ag, ..., x(TH(p)) = Qy(p)s

1) = B, &(12) = B2, -, #(Tem) = Brw)s

z(t) = Z e x(t)* y(t)* for all t € R,

(
i
(
(y(t) = ( (t),t) forall ¢teR.

2.4. The following assertion can be proven for arbitrary p € N in the same way as the
case p = 1 which is considered in [10, 11].

Theorem. If 7, € R*P) meet the condition

azil h(ala Tl)jl azf h(al, Tl)j2 L. aiﬁ(P) h(al, Tl)j“(p)
5 & 2 g2 . (@) Jn(p)
A(T, Oé) = Qo h(a277—2) Qo h(a277_2) Qo h((XQ’TQ) P ?é O’
0y Py T V' @) By T @) Al T Ve

then, given arbitrary 3 € R*®), the problem Q' o R is uniquely solvable for the data (7, o, ),
and its solution (1,72, -, Vu(p)) = (Q ToR)*(7,a, B) can be calculated by Cramer’s formulas

Ak (7_7 «, 6)
= —— k=1,2,...
Vi A(T, a) ) ) 4y 7"<‘3(p)7
where Ak (7, , B) is the determinant of the matrix formed from the above matrix by replacing
the kth column (oz1 h(ay, 1)k, ol hag, 7)k, ..., o'k Ay Tro(p))’*) with the column

#(p)
B — (IBl)B2a cee aﬁn(p))'

2.5. The following criterion clarifies the case in which there exist numbers 71,..., 7.
satisfying the hypothesis of Theorem 2.4.

Theorem. Let n € N, let T be an arbitrary set, and let p;: T — R, ¢+ = 1,...,n
The family of functions 1, ..., p, is linearly independent in the vector space R” if and only
if there are points tq,...,t, € T satisfying the condition
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< For convenience, introduce a notation for the matrix in (1):

e1(t1)  @2(t1) . ea(t)
Mot o) o= | 102 220
01(tn) w2(tn) - @nlta)

The case n = 1 is trivial: if {¢1} is linearly independent then 1 # 0 and, hence, for some
point ¢; € T we have p1(t1) # 0, i. e, |M1(¢1; t1)] # 0.

Let n € N and assume that for every linearly independent family ¢1,...,¢n: T — R
there exist points t1,...,t, € T satisfying (1). Now consider a linearly independent family
©1y--esPn,Pnt1: T — R. By the induction hypothesis, there are points ¢1,...,¢, € T such
that the matrix

M = Mn(‘pla'“a(prﬁ liy... 7tn)
is invertible. We are to find a point ¢ € T' which ensures invertibility of the matrix
M(t) = Mn+1(§017 <o Pny Pntl; t,... 7tn7t)-

Assume to the contrary that |M(t)] = 0 for all t € T. Then, for each t € T, there is a tuple
0% (a1(t), ..., m41(t)) € R™! satisfying the condition

M(t) (al(t), ... ,Oén+1(t)) =0
or, which is the same,

e1(t1) o (t) + -+ on(tr) an(t) + onti(t1) ansa(t) =0,
p1(t2) ar(t) + - + pnlt2) an(t) + ni1(te) antr(t) =0,

ey @
P1(tn) a1 (t) + -+ @n(tn) an(t) + eni1(tn) anta(t) = 0,
A1) 01(1) 4+ 9u(t) anl0) + @ua(t) ania (1) = 0. ®
The subsystem (2) is equivalent to the equality
M(on(t), ..., an(t) + omy1(t)(Ont1(ta), - ontr(tn)) =0
which implies
(@1, n(8)) = —aar (6) M (Gt (1), Py () @
Due to (4), in the case an11(t) = 0 we would have «a;(t) = -+ = anp41(t) = 0, which
contradicts the condition (aq(t),...,an1+1(t)) # 0. Consequently, ay,41(t) # 0 and
(e 20 ) — b i) o (6). 5)
According to (5), the numbers 3y := Oj}r—%, ey B = ajigt()t) do not depend on t. It remains

to observe that (3) implies

Bro1(t) + -+ Bron(t) + @ni1(t) =0 forall teT

contrary to the linear independence of the family ¢1,..., ¢, @nt1. >
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2.6. Theorems 2.4 and 2.5 directly imply the following condition for unique solvability of
the “corrected inverse problem” Q! o R.

Theorem. Let x € CY(R), h € C1(R?). If the family of functions

t z(t)* h(z(t),t)*, k=1,2,...,k(p),

is linearly independent in the vector space R® then there exist 1, ... s Tr(p) € R such that,
for all Bi,...,Byp) € R, the problem Q! o R is uniquely solvable for the data T, ... s Tr(p)s

‘T(Tl)) s 7x(7—l€(p))7 /61) s aﬁm(p)-
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Awunoranus. ITokazano, kak OMHAPHBIE COOTBETCTBUS MOTYT OBITH MCIIOIb30BAHBI ISl TTPOCTOM (hopMa-

JIN3AIIN TTOHATUS 33241, OTIPeIeIeHNs OCHOBHBIX KOMIIOHEHTOB 33/1a9, X CBOMCTB M KOHCTpyKInii. B wact-
HOCTH, MpejiokeHa (HOpMaTN3amus CIeAyIOINNX TOHSATHI: yCI0BUe, MaHHbIEe, NCKOMbIE W DeIleHus 3aa4u,
Pa3pemmnMoCTh U OJHO3HATYHAS PA3PENTUMOCTh, 00paTHAS 33a49a, KOMIIO3UIINAS W OTPAHUYEHNE 33,039, M30MOP-
dusm Mexay 3amadamu. PacCMOTpeHBI TOMTOIOTUYECKHEe 33[a9M U CBSI3QHHBIE C HUMU MOHSTUS YCTONIUBOCTH
¥ KOPPEKTHOCTH. Y Ka3aHa CBA3b MEXKY YCTONYUBOCTHIO M HEMPEPHIBHOCTHIO OTHOZHAYHO PA3PENINMOM TOIO-
JIOTHYECKO# 3aaun. JLaro onpeneeHne mapaMeTpU3aliid MHOXKECTBA. BBeIeHBI TTOHATHS TTapaMeTPU30BaAHHON
3a/1a9M, 331291 BOCCTAHOBJIEHUST 00HEKTA 10 3HAUEHUSM MTapaMeTPOB, a TaKKe TOHSATHS JIOKAJILHO CBOOOIHOTO
HabOpa MapaMeTpPOB U YCTONIMBOCTH OTHOCUTEIHHO HAOOPA MapaMeTpPOB.
B kadecTBe MILTIOCTPAIMN PACCMOTPEHA CHHTY/ISIPHO BO3MYIIEHHAST CUCTEMa OOBIKHOBEHHBIX qud depeHnab-
HBIX YPABHEHUM, OMUCHIBAIOIIAS MTPOIECC XUMUYECKON KUHETUKHU W ropeHus. [[jist Takoi cucTeMbl chOpMyIu-
pOBaHBI TIpAMas U 00paTHasd 3a7a4a. V3ydaeMblil Kitacc 33729 PACIIUPEH 33 CIeT PACCMOTPEHUsT MHOTOYUIEHOB
TPOM3BOJIHHON CTEIEHN B KAYeCTBE MPAaBBIX dacTel mauddepeHmaJ pbHbx ypasHuennii. [loka3ano, Kak obpar-
Hasd 331993 XUMWYECKON KUHETHUKU MOYXKET OBITh CKOPPEKTHPOBAHA M TPUOJINKEHA K ITPAKTUKE TTOCPEICTBOM
KOMTIO3UIIAY C TPOCTONU BCIIOMOTATETbHON 3aj1adeil, peaau3yIomieil CBsA3b MexXay (GYHKIUIMHA U KOHEIHBIMUA
HabOpPaAMHU M3MEPSIEMbIX UHMCJIOBBIX XapaKTEPUCTUK. [IpuBeaeHsbl (hOpPMyJIBI PEIIeHrsT U YKA3aHbI YCJIOBUS O
HO3HAYHON Pa3penmMOCT CKOPPEKTUPOBAHHON 00paTHOM 33Ja4un. B paMkax MCCIeq0BaHUsS Pa3pemmuMOCTH
MOJIyY€eH KPUTEPHUi JTHHEHHOM HEe3aBUCUMOCTU BEMECTBEHHBIX (MYHKITHI B TEPMUHAX KOHEYHBIX HADOPOB WX
3nadennii. C MOMOMIBIO YCTAHOBIEHHOTO KPUTEPHUS YTOYHEHA PEATN3YEeMOCTh YCIOBUS OJHO3HAYHON pa3perin-
MOCTH OOPATHOM 33JaYN XUMUYECKOH KUHETUKU.

KumroueBrbie ciioBa: OMHApHOE COOTBETCTBHE, OOpAaTHAS 3a/1a9a, PA3PeNnMOCTh, KOMITO3UIHS, YCTONIM-
BOCTh, KOPPEKTHOCTD, au(pepeHnnaaIbHoe YypaBHeHIe, XUMIUYECKass KUHETUKA, JUHEeHHAsS HeE3aABUCUMOCTb.
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